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Abstract— Teaching of sensorimotor skills is often considered
one of the most promising applications of haptics. Surgical
training and rehabilitation are just some of the areas where
such training could have large impact. In many cases, the skill
to be taught involves forces that have to be exerted along well
defined motion trajectories. However, traditional haptics is not
capable of displaying both these modalities simultaneously. This
paper proposes a novel engineering analysis of haptic playback, a
paradigm that allows to simultaneously display force and position
data to a user. The analysis is based on treating the human
operator as a multiple-input single-output (MISO) system, where
the impact of the visual information through which the position
data is displayed is explicitly modeled. An intuitive and simple
model for the operator is proposed along with a preliminary
validation through studies of human subjects. The model is then
used to design a novel control strategy that achieves simultaneous
display of force and position data. Subsequently, we present the
control-theoretic analysis of the proposed approach and results
of experiments with human subjects.

I. INTRODUCTION

Haptics is generally considered to be an enabling technology
for teaching of sensorimotor skills. One of the primary targets
of the research community has been surgical training, where
new laparoscopic, endoscopic, and arthroscopic technologies
require constant updating of the practitioner’s skills [1]—
[7]. Traditional media such as textbooks and videotapes are
not suitable for teaching motor skills, they are best taught
by an instructor through physical interaction. However, such
approach is expensive and inefficient because it necessarily
requires a low trainee-to-trainer ratio.

Haptic systems have been considered as an alternative to the
time-consuming and expensive process of teaching by a human
instructor, especially since they can implement additional fea-
tures such as the ability to record and evaluate the progress of a
student. Traditionally, haptic systems are simulators that allow
users to explore a virtual environment [8], [9]. In contrast,
specialized motor skills used by for example surgeons, artists,
or repair technicians often require precise coordination of
motion with the force exerted during the motion. For training
of such skills, as well as for physical rehabilitation where
the coordination of motion and effort is also required, the
traditional haptic simulators are clearly inappropriate.

Another deficiency of haptic simulators is that they rely
on virtual models of the world. Good mathematical models,
especially of biological tissues, are rare and if available they
are computationally demanding [10].

These considerations motivated the development of an al-
ternative paradigm for applying haptics to teaching of senso-
rimotor skills that require a fine and precise interaction with
the environment through a tool that contacts the environment
at a single point. We base our work on ideas described in [11],
[12], [13], and [14] and call our approach haptic playback!
since the system should display (enable the user to follow)
pre-recorded force and position trajectories. The focus of this
paper is a formal model for the haptic playback and rigorous
control-theoretic analysis. As part of this process we also
develop a new model for human operator and show that the
model is necessary for the stability analysis.

A. Motivation

Most of the existing work in haptics is based on the two-
port framework as described for example in [15], [16]. In
this framework the haptic system is represented as a network
composed of three different elements: the human operator, the
haptic interface and the virtual environment [15]. The stability
results obtained within this framework rely on the passivity
assumption. If the user is assumed to be passive, as suggested
by [17], then [18] shows that it is possible to find conditions
that guarantee the absence of oscillations for a broad set of
nonlinear virtual environments, both delayed and non-delayed.

However using haptics to teach sensorimotor skills that re-
quire force and motion coordination is fundamentally different
from using a haptic simulator to create a virtual environment in
which the user can move and haptically interact with. For the
former, the motion of the user in the haptic environment and
the force response are constrained by the task, while for the
latter the user can freely move in the environment and discover
shapes, textures, or dynamic properties of the objects.

In this work we consider fine sensorimotor tasks where the
user interacts with the environment through a tool. Such tasks
can be described by a pair of trajectories: the trajectory of
the position of the contact point and the trajectory of the
force exerted at the contact point. In order to successfully
complete an interaction task the trainee must be able to follow
the position trajectory while exerting the right force along the
trajectory. The best way to teach such sensorimotor skills is
therefore to display both the position and the force trajectories
simultaneously, thus the need for haptic playback. Given

IThe term “playback” is used in the same way as in audio or video
playback.



the position (force) trajectory, the force (position) trajectory
could be computed from a model of the virtual environment.
Alternatively, both trajectories can be recorded while a task
is performed by an expert. In this case, haptic playback is
analogous to recording a video of a teacher performing the
task and then playing the video to the students as many times
as needed.

B. Related Work

Teaching sensorimotor skills through haptics, or more gen-
erally through force feedback, has a long history. An excellent
analysis of the issues involved is presented in [19]. Recent
studies on the role of force feedback in skill acquisition are
[20] and [21]. Alternatively, position guidance with haptics is
often implemented through virtual fixtures (see [22], [23] for
early work and [24] for a recent application). Force feedback
is also used extensively for teaching of sensorimotor skills
in the rehabilitation robotics literature. Similarly to approach
we take, several authors formalize the teaching problem as a
control problem so that control theory tools can be used [25],
[26].

The idea of simultaneously displaying force and position
data has been used before. For example, [11] proposes several
schemes to achieve that. Since it is impossible to haptically
display both the force and position information at the same
time with one haptic device many authors have focused on
haptically displaying one of the two trajectories and providing
information on the other through a different modality. For
haptic systems, the most natural modality is obviously a
visual representation. Several attempts have been made in this
direction. For example, [12] develops the Virtual calligraphy
system to teach calligraphy, [13] describes Virtual haptic
back to teach palpation, and [14] the Fingertip presser to
simulate pressing on a surface while moving. Worth mention-
ing is also the first commercial realization of a robotic exercise
machine patented by Book [27].

Although these works recognize the need for an additional
modality since force and position data can not be displayed
simultaneously with a haptic device, the described systems are
primarily experimental and do not present any formal justifi-
cation for or analysis of their approach. The results are thus
limited to their particular devices and applications. In contrast,
our work, while using some of the same ideas, develops for
the first time a formal model for haptic playback. Using the
model, various implementations of the haptic playback can
be derived and formally evaluated. As a result, the proposed
framework is largely independent of a particular system or
application.

II. A FORMAL MODEL OF HAPTIC PLAYBACK

As discussed above, the traditional two-port framework
is not adequate to study haptic playback since it lacks the
ability to properly present to the user the force and position
trajectories describing a particular sensorimotor skill. How-
ever, causality prevents these two information modalities to
be simultaneously displayed with a haptic device. We are thus
proposing a new framework in which haptic playback can

be properly described. This new framework allows the haptic
playback problem to be formulated as a control problem.

The main idea is that haptics is used to display one of
the two trajectories while an additional modality is used to
display the other. This additional modality, indeed present
in several previous applications but never explicitly modeled,
overcomes the causality limitations of haptics and thus makes
it possible to consider teaching applications. In our work, the
additional modality is a visual target overlaid over the virtual
environment displayed on the graphical display.

While most haptic simulations use graphics display, visual
information is not considered in the two-port framework.
In particular, if the human operator is modeled purely as
impedance or admittance, the visual feedback is not used by
the user. This is in stark contrast to haptic playback where the
visual target moving on the graphics display plays a critical
role. It is worth pointing out that the active role that the visual
feedback plays in haptic playback also distinguishes our our
work from [28] and [29].

To formally describe haptic playback, we need to make two
assumptions:

1) The system is equipped with a visual representation of
the environment, that has at least two elements: the
current position of the user (virtual proxy) and a target.

2) The user is cooperative, meaning that she will try to
follow the target displayed on screen at the best of her
capabilities.

The assumption of having a cooperative user is typical in
haptics, while the first assumption has to do with the imple-
mentation of the haptic playback.

The framework we propose is schematically represented in
Fig. 1. The main difference from the two-port framework is the
human operator, called user in figure. The user is not modeled
as a two-port element. It is now considered to be a dynamical
system with three inputs and one output. The inputs are:

e Xq is the trajectory of the target displayed on the screen.
It can be modulated by the control strategy.

o fact is the force that is currently exerted by the haptic
device. This force is defined by the control algorithm.

e X, is the position of the manipulandum.

At the haptic level, the user has the causality structure of an
impedance [15]: it accepts a flow and yields an effort. The user
has only one output, f,, which is a force. In the above figure
the block named haptic display represents the haptic device
itself and the control logic — for clarity the two parts have
been kept together. The system can be seen as a mechanical
system with two external forces, f,, and f,.;. A simple 1 DOF
haptic display can be for example modeled as

My, :fact+fu (1)

This framework allows us to study the issues involved in
haptic playback from a control theory standpoint. It also has
two important implications: (1) it is not possible to study
the system with network theory tools and (2) the results of
passivity are not directly applicable. Given that network theory
and passivity are not applicable, more general tools such as
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Fig. 1.  Proposed framework for haptic playback. The visual channel is

explicitly represented.

Lyapunov theory [30] have to be used for stability analysis.
Therefore an explicit model of the user is needed.

IIT. USER MODEL

Many researchers in different fields attempted to model
human motor dynamics [31]-[37]. Several studies have been
aimed at rehabilitation and some were used in haptic stability
analysis. It is obviously very difficult to write an accurate
model of the human. In most cases accurate models can be
obtained only under very constrained and controlled exper-
imental settings, so they can be applied only when those
conditions are met. The approach we use to develop the
model is inspired by [36] and specifically tailored to haptic
playback applications. It is based on some assumptions on the
central nervous system (CNS), but we do not claim it to be a
rigorous model from the cognitive science point of view. The
problem we address is how the user’s CNS “computes” the
force to be requested from the muscles. We need the model
to design control laws for haptic playback, our goal is not
to explain how human motor control functions. The choice
of an impedance-like causality follows the traditional choice
of causality adopted in literature for low inertia and back-
drivable haptic devices [38]-[40]. Under assumptions (1), (2)
and from a control engineering standpoint, the user is seen as
a controller that evolved to minimize the discrepancy between
the actual position and the position of the target. The controller
consists of two terms, a closed loop on the position error
2y (t) — 2o(t) and a feedforward term based on the external
force which models the adaptation mechanism hypothesized
by Mussa-Ivaldi. The resulting transfer function can be written
as:

F.(s) = —ke™ T (Xu(s) — Xo(s)) + (as — 1) Foer(s). (2)

The model depends on five parameters. In the position feed-
back term, k describes a stiffness and 7 the inevitable delay
involved in the hand-eye coordination [41]. The other param-
eters describe the adaptation term. The underlying idea is that
the user tries to move toward the displayed target matching
the displayed force and adding a force which is proportional
to the position error. The term asF,.;(s) accounts for an error

in matching the displayed force. It is ideally modeled as a PD
term. It is reasonable to assume that if f,.; changes slowly
the user will be able to match the displayed force more easily,
so the error is proportional to the rate of change of f,.;. To
make the model proper, the differential term is approximated

by aii; Fact (5), yleldmg
T s+ Zz
Fu(s) = —ke™" (Xu(s) = Xo(s)) + (a7 . 1) Foet(s)
3)

where zpq, and pp,,. are the zero and pole of the first order
filter approximating the derivative term, respectively. It is
furthermore arbitrarily assumed that the force exerted in each
direction is independent from the other directions, so that we
can focus on a 1 DOF problem.

IV. USER VALIDATION

A. Experimental Setup

To test the user model described by Eq. 3 we used an
experimental setup consisting of a Sensable PHANToM™
PREMIUM 1.0 [42] haptic device interfaced with a PC
running Windows 2000. The personal computer was an Intel
Xeon 1500 Mhz with 1 GB of RAM. The PHANToM™
was equipped with the optional gimbal encoders and the
manipulandum, the actual man-machine point of contact, was
a stylus that resembles a pen.

B. Human Subjects

In order to validate the model and estimate the five pa-
rameters, 4 subjects were recruited. The subjects were chosen
among right handed males with no known history of neurolog-
ical disorder and ranging in age from 23 to 28. All the subjects
were familiar with the concept of haptic simulation and they
all had the chance to experiment with a haptic simulation but
had no previous experience with haptic playback.

C. Experimental Procedure

The subjects were told to sit in front of the screen and
asked to make themselves comfortable. They were told to hold
the stylus and instructed to follow a target clearly marked
on the screen. As a consequence, each subject was free to
assume any posture he found comfortable. It is recognized
that this choice affects the repeatability of the experiments, but
it also does not limit the results to a very controlled setting
as in e.g. [36]. The haptic device was placed so that the y
axis of the workspace reference frame was vertical, pointing
upward, the z axis horizontally pointed toward the user and the
x axis pointed to the right of the user. The target was initially
fixed with no force displayed. After a randomly chosen period
of time ¢ the target was moved to the new position Z and a
constant force f displayed. Both values were randomly chosen
along the z direction in order to simplify the analysis of the
results. Each subject had two consecutive trials. The results
used in the identification and validation of the model were
taken from the second trial.
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Fig. 2. Validation results: simulated and recorded position trajectories.

D. Validation Results

The results of the identification experiments are reported
in Fig. 2. Each test shows the recorded trajectory and the
simulated one. While it is not always possible to get a good
matching, in all the cases the time constant, the delay and the
overshoot of the response were replicated by the model. This
is an indication that the proposed model is able to capture the
main features of the user.

V. CONTROL STRATEGIES

The discussed MISO framework opens a new possibility.
While [12]-[14] recognize the importance of the visual chan-
nel in haptic playback, they did not exploit its full potential.
In their applications the visual feedback is used in an open
loop fashion, it displays the desired trajectory that the user
is supposed to learn. The advantages of having a model that
describes how the user reacts to changes in xy become clearer
if we formulate the problem as a classical control problem:
x, and f, are the controlled variables that should follow
the references x4 and f4, while z¢ and f,.; are the control
variables. It is clear that a solution that uses a closed loop
control only for f,. is limited with respect to a control
architecture that utilizes two closed loops. That is what is a
achieved by the novel control strategy we call crossed control.
The idea is to use a closed loop strategy to set the target, =,
and can be formally described as:

xo(t) = wa(t) — Kp(fult) — fa(t)) 4)
fact(t) = —fa(t) = Kp(2(t) — za(t)) Q)

with Kp > 0 and K > 0. Intuitively, the target is used to
correct the force error, while the force exerted by the device
corrects the position error. As a consequence of this strategy
the haptic device will drive the user along the correct trajectory
letting the user actively exert the force.

To further explain the idea, consider the example of a
hard surface penetration where x4(t) = const. while f;(t)
is linearly increasing. If the user can perfectly execute the
task then the controller will keep the target at the desired
position and exert the desired force. If the user exerts less
force than requested, the controller will move the target so
that the resulting position error causes the haptic device to
apply a different force, triggering in turn a transient that,
under conditions to be specified later, converges to the desired
position and force.

Alternatively, we could use the control strategy adopted
by [12] that we will call a direct force controller. It can

be described by the following laws:

xo(t) = x4(t)
fact(t) = —fd +KP(f() fd( ))

+Kr [ ful§) — fa(§)dE
(] )

where Kp > 0 is the proportional gain, and K; > 0 is the
gain of the optional integral term that is used to avoid steady
state error. The force f, is controlled with a PI controller.
The target follows the desired trajectory and the controller
basically exerts a force which is opposite to the desired one,
but adjusted to reduce errors.

The difference between the crossed controller and the direct
force controller (and other traditional controllers) is that the
former uses two closed loops instead of one and that in the
direct force control f,, is controlled through reaction, meaning
that the exact f, is obtained by exerting the force that was
applied when the task was recorded. This can be seen as a
passive way of exerting the force because it is based on the
resistance that the user offers. It conveys the correct haptic
feeling to the user, but psychologically the user does not feel
to be the cause of this force, she has to rely on an external
force stimulus. We believe that this negatively affects the
learning process. In contrast, with the crossed controller the
user actively exerts the force; psychologically she is the cause
of the force and therefore conceptually the teaching experience
is more effective.

VI. SIMULATION RESULTS

Before implementing the direct force controller and the
crossed controller on the PHANToM™, they were tested using
the proposed user model. In particular, a system composed of
a 1 DOF linear damped mass coupled to the user was used.
Two different sets of parameters were tested in simulation.
In the first set the user’s hand-eye coordination does not
introduce any delay; in the second set the user model is
delayed according to the identified parameters. Formally, the
system used for testing was the following:

fu +fact

with f,, determined by the transfer function (3). The numerical
values of the parameters used in the simulation were the one
identified for the first subject. The crossed controller and the
direct controller were simulated too. Initially all the gains were
set to 10 and the references fy; and x,; were subjected to a
step at time ¢ = 1s; a desired position of 0.06m was requested

MLy + CTy =
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Fig. 4. Block diagram of the crossed controlled system.

along with a force of 2N. The results of the non delayed case
are shown in Fig. 3.

From Fig. 2 it can be seen that the crossed controller offers
better results than the direct force controller not only in terms
of tracking but also in noise rejection.

After testing the control laws on an ideal user without delay,
the delay was introduced. The results in the delayed case and
for the same gains can be seen in Fig. 3(c) and 3(d). The
previous observations about the traditional control law still
hold, but the outcome for the crossed controller is dramatically
different: it is not plotted because the introduction of the delay
makes the system unstable. In order to stabilize the system
the gain of the position loop must be reduced to Kp < 0.25.
According to the simulations the only way to robustly stabilize
the system would be to use a small Kp. This choice would
make the crossed controller act like a controller with only one
closed loop, loosing its advantage. In order to see whether
the crossed controller can be used at all, a more thorough
investigation of the problem is needed.

VII. STABILITY ANALYSIS

It has been shown that the introduction of the delay in
the user model destabilizes the crossed controller, while the
same delay affects the performance of the traditional controller
only minimally. The main difference between the traditional
controller and the crossed controller is an additional closed
loop. This is made clear in figures 4(a) and 4(b). The figures
show the block diagrams for the two control variables in the
crossed controller. Both the traditional direct force controller
and the crossed controller have an identical closed loop that
computes Fyot = Cp(s)(X, — Xg4). Fig. 4(a) shows that
there are two closed loops: an intrinsic delayed loop (marked
in darker gray) which represents the user trying to follow

the target, and the loop explicitly closed by the controller
Cp(s) (marked in lighter gray) which is not delayed. Both
the traditional controller and the crossed controller have the
intrinsic delayed loop and the non delayed loop used by
Cp(s). The difference lays in an additional closed loop of
the crossed controller, seen in Fig. 4(b). The additional loop
is used by the controller Cr(s) and it is delayed, an indication
that the system can be driven toward instability.

This preliminary analysis suggests that the cause of instabil-
ity is the delayed loop. Therefore we can simplify the system
and focus only on the additional delayed loop. The terms that
do not affect stability appreciably are the non delayed loop
and the adaptation terms. Using the 1 DOF damped mass all
these terms can be rewritten as

may(t) + ciy(t) = —k(z,(t —7) —zo(t — 7))  (6)
where
wo(t —7) = —falt = 7) = Kp(fu(t —7) = fa(t — 7))

System (6) can be represented by the block diagram of Fig. 5.
It is useful to start considering the case with no delay, i.e.

Kp

Fig. 5. Block diagram of the simplified model with delay.

7 = 0. Recalling that the parameters m, ¢, k and Kp are



positive, Routh criterion shows that the system is stable for
any choice of Kp.

More problematic is the study of the delayed system. As
shown in Fig. 5 we will initially focus on the inner loop
transfer function Ga(s). Solving the inner loop, we get

ke *T(ms?+cs)

Ga(s) = )

ms24+cs+ke 57

Solving the outer loop with the loop transfer function
KpGa(s) yields the delayed closed loop transfer function,

Hﬁﬂfu(s) =
Kpke ™ (ms? + ¢s)(ms? + ¢s + ke™*7)
ms2 + cs + ke=57 + Kpke=3"ms2 + Kpke=57cs’
3

It is clear that the transcendental term ke~ °7 makes the
system not amenable to classical control tools. One possible
way to proceed is to substitute the transcendental term with
the second order Padé approximation [43],

1=s7/2 5, 1=5T
C14sT/2 14sT

ST

—ST

€))

Substituting the Padé approximations we can write the denom-
inator of the closed loop transfer function as

D(s)+ KpN(s) =
=mTs>+ms>+¢Ts>+Cs—KTs+ K+
~MTkKps+kKpms?—cTkKps®+

+kKpcs (10)

The goal is to describe the dependence of the roots of (10) on
the two parameters 7' and K p. This can be done using root
locus technique [44]. The analysis shows that when Kp < %,
the system is stable for small values of 7" and when T increases
eventually there is a value, T.,;;, that destabilizes the system.
When Kp > %, there is always at least one unstable pole,
independently of the value of T, the system will be unstable.
Therefore a necessary condition for the stability of the system
is that Kp < % But this condition is only necessary: to
ensure stability 7,;; must be found. It is possible to do so
using a method derived from the analysis introduced by Olgac
in [45]. The method is based on the continuity argument,
which states that in the one-dimensional parameter space, 7,
there are regions where the number of unstable roots of the
transcendental characteristic equation is fixed. In other words
the continuity argument states that if 7 is varied continuously,
the position of the roots cannot but vary continuously. This
analysis results in the following theorem.
Theorem 1: The crossed controller described by

zo(t) = wa(t) — Kp(fu(t) — fa(t))
fact(t) = _fd(t) - KF (xu(t) - xd(t))
when coupled to a human user modeled as

s+ z
S+p

F,(s) = —ke ™ (Xu(s) — Xo(9)) + (a 1) Fuet(s),

is asymptotically stable if and only if

1
KP<E

T < Terit

(1)
(12)

where 7.,.;; is the first value of the delay that causes a crossing
of the imaginary axis. 7..;; depends on Kp.

For example, using the parameters identified for one of the
subjects the conditions are found to be Kp < 0.25 and for
Kp =0.24 a limit of 7 < 0.642 s is computed.

To summarize, in this section some considerations on the
stability of the crossed control law have been made; sufficient
and necessary conditions for the stability have been found.
In particular, a limit for the gain of the loop used to set xg
has been found. This limit has been shown to be inversely
proportional to the stiffness of the user, and does not depend
on the amount of delay. If the gain is above the limit, the
system is unstable. If it is below the limit, the system stability
will depend on the amount of delay. It is important to note that
this conditions have been derived under the assumption of a
known user model. Since the model of the user is not perfect,
these conditions must be taken as guidelines for designing the
controller.

VIII. EXPERIMENTAL RESULTS

In this section the experimental results obtained with the
implemented control laws are presented and discussed. The
system used for these tests was the same used for the user
model validation. With the goal to simplify the task and avoid
issues with visualization, only planar tasks were considered.
The desired trajectories and forces are generated on the plane
x —y. The subjects involved in these tests were the same used
in the validation experiments.

In the previous section we discussed that with the proposed
model of the human user, the crossed controller can go
unstable when the gain K p is greater than a threshold which is
inversely proportional to the user’s stiffness. The first thing that
experiments show is that this behavior does not manifest itself.
The gain used in tests is well above the expected stability limit,
but the trajectories continue to be stable. This behavior can be
explained by observing that in the simulation the instability
is due to the reference x(. The higher the gain is, the more
abruptly the target, xy, moves. This is true in simulations
and in experimental tests as well, but the user model used in
simulation is time-invariant. According to the model the user
always exerts a force proportional to the error independently of
the situation and with a constant stiffness. The more abruptly
the target moves the higher the force exerted by the user is.
This behavior not only triggers the instability, but sustains it.
In a real experiment the user is continuously changing and
adapting to the situation. She will never voluntarily inject
enough energy in the system to sustain an instability. This
is why in real experiments an unstable behavior is rarely
observed. Formally, while the user cannot easily influence the
condition given by Eq. (12) because it depends on the reaction
time, the condition given by Eq. (11) is influenced by the user
modulating her stiffness so that when the system moves toward
instability stiffness is reduced.
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(a) Position error. (b) Force error.

Fig. 6.

Once the main discrepancy between experimental and sim-
ulated results has been studied, a comparison between the two
haptic controllers can be carried out bearing in mind that in
this phase of our study we focused on the tracking performance
of the two strategies, not on their teaching potentials. In
order to compare the two strategies the following protocol
was designed. The subjects were asked to sit comfortably in
front of the system and grab the stylus. No instructions were
given on how the stylus should be held. The subjects were
asked to follow a target shown on the screen. Four different
testing conditions were devised and obtained by combination
of two features: the control strategy used and the desired force.
The control strategies were the direct force controller and the
crossed controller. The desired force followed two trajectories:
in the first case the desired force was constant and equal to
fa =1[1,0,0]7, whilst in the second case the desired force was
given by

—0.5 — sin(t)
fa= { —0.5 — cos(t) }

Each subject had five consecutive trials for each condition.
Each trial lasted 25 seconds. Between the sets of trials the
subject were given the chance to rest for a minute.

Fig. 6 summarizes the results of the tests. Each plot rep-
resents the 5 trials for a given testing condition for all the
subjects; the average and standard deviation of the position and
force errors are given. From the test it was clear that contrary
to what is expected, there is no relevant difference between
errors when the task is to exert a constant force or when the
task is to follow a more complex force trajectory. Therefore
we will refer only to the results obtained with constant desired
force. The main characteristic that can be observed from
these tests is that the direct force controller offers a better
force tracking with respect to the crossed controller while the
crossed controller offers a better position tracking.

Another expected fact that has been confirmed by these
experiments is that with the crossed controller there is a change
in the user model that guarantees stability. Fig. 6 shows the
first five trials executed by each subject with the crossed
controller. It can be seen that the standard deviations of the
position errors are great in the first trials and rapidly drop in
the subsequent attempts. This is due to the fact that by the
end of the first trial all the subjects realized that “the target
movement depends on my actions” (as commented by the
subjects) and adapt their behavior, thus changing the internal
controller they used to follow the target.

(c) Position error. (d) Force error.

Position and force errors obtained in tests with the direct force controller and the crossed controller (constant force case).

Even though the tests were not designed to evaluate teaching
capabilities of the two algorithms a certain degree of learning
can be detected that manifest as a decreasing trend of the
error; this trend does not necessary imply a skill acquisition.
Nevertheless an intuitive difference between the two strategies
is worth discussing. The crossed controller is believed to
be less intrusive. If the user perfectly follows the desired
trajectory, x4, the haptic device does not exert any force. A
force is felt only as a reaction force to a user action. The user,
trying to follow the target, xg, exerts the force. This does not
happen with the direct force controller, the user always feels
the force. In the latter case if the user is able to follow the
trajectory with no errors, she feels the correct force, but she
is not the cause of that force. The correct feeling is due to a
reaction to an external force that will not be present when the
task is autonomously performed.

IX. CONCLUSION AND FUTURE WORK

We presented a formal framework and analysis of haptic
playback, a novel strategy for teaching sensorimotor skills that
require precise coordination of motion with the force exerted
during the motion. We argued that the stability analysis of
haptic playback requires an explicit model of the user. A
possible MISO model for the human operator was proposed,
validated and discussed. This model is not intended to be a
cognitive model for human motor control, it is used solely to
capture the main features needed for analysis and design of
control laws.

The proposed framework allows a rigorous design and
analysis of different control strategies for haptic playback.
In particular, we proposed a novel control strategy, crossed
controller, and studied its stability. Discrepancies between
the results of the stability analysis and the experiments with
human subjects have been briefly discussed. The performance
of the crossed controller has been evaluated on human subjects
and discussed. The results are encouraging and show that a
simple model of the user can help designing effective control
laws.

While the focus of this study was on the tracking properties
of the control laws, in future we plan to study how tracking
affects learning. The hypothesis is that when training in tradi-
tional haptic simulators is preceded by a phase in which haptic
playback is used, the effectiveness of the training depends on
the tracking performance of the haptic playback.
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