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Abstract—Human pose estimation using uncalibrated monoc-
ular visual inputs alone is a challenging problem for both the
computer vision and robotics communities. From the robotics
perspective, the challenge here is one of pose estimation of
a multiply-articulated system of bodies using a single non-
specialized environmental sensor (the camera) and thereby,
creating low-order surrogate computational models for analysis
and control.

In this work, we propose a technique for estimating the lower-
limb dynamics of a human solely based on captured behavior
using an uncalibrated monocular video camera. We leverage our
previously developed framework for human pose estimation to
(i) deduce the correct sequence of temporally coherent gap-filled
pose estimates, (ii) estimate physical parameters, employing a
dynamics model incorporating the anthropometric constraints,
and (iii) filter out the optimized gap-filled pose estimates, using an
Unscented Kalman Filter (UKF) with the estimated dynamically-
equivalent human dynamics model. We test the framework on
videos from the publicly available DARPA Mind’s Eye Year 1
corpus [8]. The combined estimation and filtering framework not
only results in more accurate physically plausible pose estimates,
but also provides pose estimates for frames, where the original
human pose estimation framework failed to provide one.

I. INTRODUCTION

Estimating and tracking 3D pose of humans in uncon-
strained environments using monocular vision poses sev-
eral technical challenges due to high-dimensionality of hu-
man pose, self-occlusion, unconstrained motions, variability
in human motion and appearance, observation ambiguities
(left/right limb ambiguity), ambiguities due to camera view-
point, motion blur and unconstrained lighting [13]. In the
past, visual tracking algorithms have relied on kinematic
prior models. While these exploit the motion constraints of
articulated models, joint limits, and temporal smoothness
for improved performance, they have proven insufficient to
capture the nonlinearities of human motion [28, 27, 14]. More
advanced activity-specific models learned from motion capture
data have also been employed that yield approximately correct
body configurations on datasets containing similar motions
[9, 29, 30]. However, such models often lead to poses that are
physically implausible (e.g. foot-skates, out-of-plane rotations)
and face difficulty in generalization beyond the learned dataset.

Brubaker et al. [6] introduced the notion of a physics-based
biomechanical prior-model characterizing lower-body dynam-
ics. A key benefit is the natural accommodation of variations in

style due to changes in speed, step-length, and mass leading to
3D person tracking with physically plausible poses. The Kneed
Walker extension, allowed for capture of subtle aspects of
motion such as knee bend and torso lean, even when these are
not strongly evident from the images [5]. Vondrak et al. [31]
employed a full body 3D simulation-based prior that explicitly
incorporated motion control and dynamics into a Bayesian
filtering framework for human motion tracking. However, there
is always one or more fundamental assumptions involved that
there is a priori knowledge about the physical properties (e.g.
mass, inertia, limb lengths, ground plane and/or collision ge-
ometries), the activity in the scene, calibrated camera, imagery
from multiple cameras, availability of similar motion dataset
[24, 2, 3, 25, 16, 26, 32]. Furthermore, the obtained pose
estimates are susceptible to the error in the physical parameters
estimates of the system due to propagation of pose states via
a nonlinear dynamics model.

Brubaker et al. [4] proposed a framework for estimating
contact dynamics and internal torques using 3D pose estimates
obtained from two views (roughly sagittal and roughly frontal)
of a subject using calibrated cameras, mass and inertial prop-
erties determined by combining the body segment length esti-
mated from the motion capture data with standard biomechan-
ical data. However, well established system identification tech-
niques fail to solve the problem of estimating physical human
parameters solely using uncalibrated monocular imagery when
only partial noisy pose estimates are available due to: (i) partial
state knowledge (no pose velocity information); (ii) noise due
to imaging inaccuracies; (iii) unknown and insufficient input
excitation (both structure and frequency); (iv) low sampling
frequency; and (v) inherent dynamics nonlinearity. Neverthe-
less, accurate and efficient kinematic and inertial parameter
estimation of articulated multibody systems using noisy partial
sensing has broader applications for enhanced telepresence
[22], robot navigation [12], vision-based humanoid control,
multi-robot cooperation [20] and imitation based robot control
[21].

In this work, we build on our previous work [1] wherein a
framework for human pose estimation in uncalibrated monoc-
ular videos is proposed to obtain the raw pose estimates of
lower limbs. A Fast Fourier Transform (FFT) of the raw pose
estimates provides information regarding the fundamental fre-
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Fig. 1: Overview of the overall system. The grayed out boxes represent previous work of the authors that has been used in
this framework.

quency in the estimates leading to inference about the current
activity in the scene. We focus on inertial and kinematic
parameter estimation for human lower-limbs from monocu-
lar video by setting up optimization subproblems employing
the structure of the dynamics model. A simplified dynamics
model–the Anthropomorphic Walker is used along with the
optimized anthropometric constraints tuned to generate stable
gait, to identify the human physical parameters along with
an optimized sequence of gap-filled pose estimates. Finally,
an UKF is used to filter out the optimized gap-filled pose
estimates using the continuous-discrete state-space model of
the estimated dynamically-equivalent human dynamics model
for walking.

II. SYSTEM OVERVIEW

Problem Statement: Given the noisy partial pose estimates
(joint angles of hips) from an uncalibrated monocular video
of a human, develop a dynamic (equivalent) model for human
activity suitable for subsequent use to filter the pose estimates.

Fig. 1 provides an overview of the proposed system. A
raw monocular video is processed to extract human silhouette
and track humans in the scene. The human pose estimation
framework is then used to obtain the pose estimates. The
lower limb pose information is used to extract the primary
frequency component and inference about the activity in the
scene. An anthropometrically constrained dynamic model with
uncertain physical parameters is simulated to obtain a model-
based frequency estimate. In Phase I, a non-linear least squares
(NLS) estimator is used to estimate a subset of the parameters
that minimizes the frequency disparity (between the measured
and simulated frequencies).This is used to bootstrap a Phase
II NLS estimator (with 6 uncertain parameters) to minimize
the disparity between measured and simulated poses. These
estimates are then used to obtain a dynamically equivalent
system which is used as the process model for an UKF to

obtain the filtered pose estimates.

III. HUMAN POSE ESTIMATION

The work on human pose estimation by the authors employs
a model-based generative approach for the task of human pose
estimation in unrestricted environments. Unlike many previous
approaches, the framework is fully automatic, without any
manual initialization for monocular video-based pose estima-
tion. We do not use any camera calibration, prior motion (mo-
tion capture database), prior activity, appearance, body shape
or size information about the scene. The generative model
for estimating heading direction of the subject in the video
uses motion-based cues to constrain the pose search space.
Thereafter, a sequential optimization framework estimates the
remaining uncoupled pose states (camera parameters, body
location, body joint angles) leveraging a combination of
deterministic and probabilistic optimization approaches. The
framework outputs two probable body pose estimates (human
torso location (x, y, scaled z), right/left hip flexion angle,
right/left knee flexion angle, human heading direction) for
each frame in the video. Fig.s. 7(a), 7(b) illustrates the two
obtained raw pose estimates (right leg being forward and
the left leg being forward, respectively) obtained for a few
videos in the DARPA corpus [8]. However, determining the
correct temporally coherent sequence of physically plausible
pose estimates remained a challenge which is addressed in this
work for nearly periodic activities.

IV. HUMAN DYNAMICS MODEL

A. The Anthropomorphic Walker

The Anthropomorphic Walker proposed and pioneered by
McGeer [19], and later modified by Kuo [17] by introducing
impulsive push-off combined with torsional spring between
the legs permitted the generation of a range of stable walking



 !!"#$%&  ' ()#*+%,- ./ 0*12%#3  !

"#$%&' ()*+ ,-&-.'/'&0 12 /3' (4/3&151.'/&#6 7-89'&

"1881:#4$ /3' ;<; .'/31= 1%/8#4'= ->1?'@ /3' A-61>#-4 12 T(q) #0

� =
@T

@q

=

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

 R (C1  R) cos �1 0

 (C1  R) si� �1 0

� 0

 R  (L  R) cos �1 (L  C) cos ��

 (L  R) si� �1 (L  C) si� ��

0 �

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

-4= 614?'6/#?' -66'88'&-/#14 #0

g =
@

@q

�
@T

@q
_q

�

_q

=

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

_�
�
1(C1  R) si� �1

 _�
�
1(C1  R) cos �1

0

_��1(L  R) si� �1  
_���(L  C) si� ��

 _��1(L  R) cos �1 +
_���(L  C) cos ��

0

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

Fig. 2: Parameters of the Anthropomorphic Walker. Please
refer to [6] for details regarding the dynamics model.

motion on level and slanted ground. We use this simplified
dynamics model (Eqn.s 1,2) for modeling human walking.

TTMTq̈ = f(t) + TTM(G− g) (1)

where q = [φ1, φ2]
T , T (q) is the kinematic transfer function,

M is the mass matrix, T is the Jacobian of T (q), f(t) is the
generalized force vector, G is the gravitational acceleration
vector, g is the convective acceleration, and γ is the ground
slope angle which is assumed to be zero for this work. The
post collision velocities are solved using

T+TMT+q̇+ = T+T
(
S +MTq̇−

)
(2)

where T+(q) is the kinematic transfer matrix immediately
after the impact, T+(q) is the Jacobian of T+(q), q̇−, q̇+

are the pre- and post-collision velocities, respectively, and S
is the impulse vector.

B. Incorporation of Empirical Anthropomorphic Constraints

In order to constrain the various physical parameters
(lengths, mass, inertia) in the original model, we exploit the
empirical anthropometric values provided in [7]. However,
since the dynamics model is a simplified version of the actual
human anthropometry, the values are not directly applicable.
We set up an optimization problem (Eqn. 3) to estimate
the optimal length relations such that minimum variation is
obtained in step length across multiple steps (i.e. gait is stable)
by simulating the dynamics model for the current set of
anthropometric relations. We initialize these relations with the
corresponding relations in standard human anthropometry.

min
Θa

f(Θa) = V ar(lsi)

subject to: Θ
(j)
al ≤ Θ(j)

a ≤ Θ(j)
au , lsi > 0, ns > nmin

Θa = [rR, rC , rs, rth, rγl , rγt ]

(3)

where Var(.) stands for variance, lsi, rx, rγx , ns, nmin rep-
resent the step length of ith step, relative fraction of
the parameter with respect to the total height of the hu-
man, relative fraction of radius of gyration with respect
to the length of the body part, the number of steps, and

Mass Relations
Body Part Notation Relative fraction/

Expression
Torso/Upper body mt 0.678

Thigh mth 0.1
Shank ms 0.061
Leg ml mth +ms

Length Relations
Upper body lt 0.47

Thigh lth 0.23669
Shank ls 0.24556

Foot Radius Rf 0.14466
Center of Mass Relations

Leg from foot end Cl 0.553
Radius of Gyration Relations

Leg γl 0.326
Torso γt 0.496

Inertia Relations
Leg Il ml × γ2

leg

Torso It mt × γ2
t

TABLE I: Relative fractions and expressions obtained after
optimizing the anthropometric relationships for various phys-
ical parameters. Relative fractions are expressed in terms of
full body mass and length.

the minimum number of foot steps required in simula-
tion. We use Θal = [0.1, 0.6, 0.2, 0.2, 0.3, 0.4] and Θau =
[0.2, 0.7, 0.3, 0.3, 0.4, 0.5] such that the standard relations are
well within the bounds. In order to obtain global solutions in
the multi-modal space, we use the standard genetic algorithm
[11] to solve the optimization problem with termination cri-
teria as tolerance on parameter values (0.001) and function
value (0.01). The optimized length relationships along with
other mass relationships are provided in Table I. The only
unknowns for the model after incorporating these constraints
are the total mass, total height, spring stiffness for the spring
connecting the two legs, and the magnitude of foot-ground
collision impulse of the human. However, since the spring
stiffness and the magnitude of foot-ground collision impulse
leads to the same effect in the dynamics, we treat the impulsive
reaction force to be a constant. Please note that till this point
no pose information regarding the specific person in the scene
has been exploited.

V. POSE AND PARAMETER ESTIMATION

Once a stable walking model is obtained, the parameters can
now be optimized to generate the characteristic nearly periodic
gait of the human in the scene using the raw pose estimates
in a two stage approach.

A. Gait Frequency Based Estimation

Estimation of all parameters simultaneously based on pose
alone leads to incorrect estimates at times due to aliasing.
Physical parameter estimation to first minimize the difference
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Fig. 3: Frequency estimation from raw pose estimates for a
video in the DARPA corpus. (a) Time evolution of raw pose
estimates, and (b) Single-sided amplitude spectrum of raw
pose estimates.

between the simulated and estimated gait frequency reduces
this error. Fig. 3 represents the raw pose estimates and the
single-sided amplitude spectrum of the raw pose estimates
obtained using FFT. We take the average of the frequency
estimates obtained using the right (frh1, frh2) and the left
(flh1, flh2) hip raw pose estimates for both the raw estimates
(Eqn. 4). The range in which the frequency of the raw pose
estimates lies determines the periodic activity of the human
in the scene. Fujiyoshi and Lipton [10] have shown that
it is possible to classify motions into walking and running
based on the frequency of the cyclic motion and that a
threshold of 2.0 Hz correctly classifies 97.5% of the target
motions. In this work, we consider the case where the human
activity is walking (fe ≈ 1.17Hz) to illustrate the concept.
Generalized more complex dynamics model can be built that
can cater multiple nearly periodic activities. In this Phase I
NLS estimation problem (Eqn. 5), we seek to minimize the
difference between estimated frequency (fe) and the frequency
obtained using the dynamics simulation (fs).

fe =
frh1 + flh1 + frh2 + flh2

4
(4)

min
Θ

f(Θ) = ‖fs − fe‖

subject to: Θl ≤ Θ ≤ Θu,Θ = [m,h, κ]
(5)

We use Θl = [1, 0.1, 0.1] and Θu = [200, 2, 100] for the
optimization problem to be generalizable.

B. Pose Based Estimation

In Phase II, we tune the full parameter set of the model
to minimize the difference between the dynamics-simulation-
based states and the estimated states (chosen based on its prox-
imity to the simulated state for the current frame). Initializing
the dynamics model with the noisy raw pose states also results
in unstable walking (due to noise in the estimation). So, the
initial states are also estimated during the parameter estima-
tion. The objective is to minimize the difference between the
dynamics-simulation based states and the estimated raw states
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Fig. 4: Optimized gap-filled and dynamics-simulation-based
pose estimates for a video in the DARPA corpus. (a) Right
hip angle, and (b) Left hip angle.

(Eqn. 6).

min
Θ

f(Θ) =

N∑
j=1

min
i
‖Xs −Xei‖j

subject to: Θl ≤ Θ ≤ Θu,

Θ = [m,h, κ, φ10, φ20, φ̇10, φ̇20],

(6)

where X = [φ1, φ2], Xs and Xei, i = 1, 2 represent the
simulated and the two estimated poses, respectively, and Θ
represents the unknown parameters to be estimated. Fur-
thermore, experiments showed that assuming φ20 = −φ10

resulted in stable walking gait which otherwise was diffi-
cult. We use Θl = [1, 0.1, 0.1,−π/2,−π/2,−3π/2,−3π/2]
and Θu = [200, 2, 100, π/2, π/2, 3π/2, 3π/2]. We use the
function evaluation based Nelder-Mead Simplex Method (due
to absence of closed form solution of the states making
derivative-based methods inapplicable) [18] to solve both the
optimization problems with termination criteria as tolerance on
parameter values (0.01), function value (0.01) and maximum
number of function evaluations (100000).

During the optimization for pose and physical parameters
we obtain (i) the correct sequence of the pose estimates as
well as (ii) the estimates for the physical parameters of the
system resulting in a dynamically-equivalent model for the
human in the scene. Raw pose estimates for many frames
are missing due to inability of the pose estimation algorithm
to provide reliable estimates for these frames because of: (i)
improper silhouette segmentation due to insignificant lower
limb movement, large shadow, high similarity in appearance
of foreground and background, merging of human silhouette
with other entities; (ii) partial occlusion of the human in
the scene. We substitute the dynamic simulation based states
for the states available from simulation (hip angles) and use
linear interpolation for the remaining states. Fig. 4 shows
the optimized gap-filled and dynamics simulation-based pose
estimates for the hip angles in a video.

In order to filter the optimized pose estimates using the
estimated dynamically-equivalent model we linearized the
dynamics model. However, the linearization of the model does
not truly capture the non-linearity in the model especially
because a strong non-linearity is present in the system (due



to impulsive collision of the foot with the ground). This leads
to unstable walking, rendering the use of Extended Kalman
Filter infeasible. Hence, in lieu of computationally expensive
particle filters, we explore the use of UKF for filtering out the
optimized states, using the dynamically equivalent model for
the human in the scene.

VI. UNSCENTED KALMAN FILTERING

The original discrete-time Unscented Kalman filter works
[15] satisfactorily when small time steps are considered. How-
ever, for the problem of human pose filtering the measurement
update rate (∆t) is governed by the frame rate of the video be-
ing processed. This is typically poor even for high frame-rate
cameras (∼ 100 Hz), especially given significant non-linearity
in the dynamics. Furthermore, the presence of discontinuity
in the system dynamics requires a continuous-discrete Kalman
filter to be employed, especially because the occurrence of the
discontinuity significantly affects the stability of the system.
The use of continuous time non-linear state-space model for
the system ensures that the occurrence of the discontinuity
is accurately captured in time, which is imperative for the
stability of the system. In addition, the resulting change in the
system model requires careful switching of the states and the
entries in the associated state and error covariance matrices as
explained in Algorithm 1. We use the following continuous-
discrete system model (Eqn. 7) derived from the dynamics
model (Eqn. 1) for human walking with the states switching
roles (φ1, φ̇1 becomes φ2, φ̇2 respectively and vice versa)
when collision occurs:


ẋ1(t)
ẋ2(t)
ẋ3(t)
ẋ4(t)

 =


φ̇1(t)

φ̇2(t)

f1(t, φ1(t), φ2(t), φ̇1(t), φ̇2(t))

f2(t, φ1(t), φ2(t), φ̇1(t), φ̇2(t))

+


0
0

w1(t)
w2(t)

 ,
w(t) ∼ N (0, Q), w(t) = [w1(t) w2(t)]T[

y1(k)
y2(k)

]
=

[
φ1(k)
φ2(k)

]
+

[
v1(k)
v2(k)

]
, v(k) ∼ N (0, R)

E(w(t1)w(t2)T ) = δ(t1 − t2)Q, E(v(i)v(j)T ) = δijR,

E(v(k)w(t)T ) = 0, ∀i, j, v(k) = [v1(k) v2(k)]T

(7)

Algorithm 1 Pseudocode for UKF implemented for a
continuous-discrete system model.
Step 1. Initialization

x̂0 = [φ1, φ2, φ̇1, φ̇2]Toptimized, Px0 = diag(0.01, 0.01, 0.5, 0.5)

Q0 = diag(10, 10), R0 = diag(0.01, 0.01)

P a0 =

 Pxk
0 0

0 Qk 0
0 0 Rk


Step 2. For k=1,...,N

Step 2.1 Calculate sigma-points {χak,i ∈ RL|i = 0, ..., 2L},

where L = nx(= 4) + nw(= 2) + nv(= 2):

χa
k−1

=
[
x̂ak−1 x̂ak−1 + γSaxk−1

x̂ak−1 − γSaxk−1

]
,

P ak−1 = Saxk−1
(Saxk−1

)T

Step 2.2 Time update equations for i = 0, ..., 2L:

χ
t|k−1,i

= f
(
t, χx

k−1,i
, χw

k−1,i

)
, t ∈ [0,∆t]

Step 2.3 If collision occurred at t = tc

φ̇−(tc) = [χtc,i,3 χtc,i,4]T

φ̇+(tc) =
(
T+TMT+T

)−1
T+T

(
S +MT−φ̇−(tc)

)
Swap the states (stance leg becomes swing leg and vice
versa)

χ
tc|k−1,i

= [χtc,i,2 χtc,i,1 φ̇
+
2 (tc) φ̇

+
1 (tc)]

T

χ
t|tc,i

= f
(
t, χx

tc|k−1,i
, χw

k−1,i

)
, t ∈ [tc,∆t]

χ
k|k−1,i

= [χ∆t,i,2 χ∆t,i,1 χ∆t,i,4 χ∆t,i,3]T

Step 2.4 If no collision occurred

χ
k|k−1,i

= [χ∆t,i,2 χ∆t,i,1 χ∆t,i,4 χ∆t,i,3]T

x̂−k =

2L∑
i=0

wmi χ
x
k|k−1,i

P−xk
=

2L∑
i=0

wci

(
χx
k|k−1,i

− x̂−k
)(

χx
k|k−1,i

− x̂−k
)T

Step 2.5 Measurement-update equations for i = 0, ..., 2L:

χy
k|k−1,i

= h
(
χxk−1,i, χ

w
k−1,i

)
ŷ−
k

=

2L∑
i=0

wmi χ
y
k|k−1,i

Peyey =

2L∑
i=0

wci

(
χy
k|k−1,i

− ŷ−
k

)(
χy
k|k−1,i

− ŷ−
k

)T
Pexey =

2L∑
i=0

wci

(
χx
k|k−1,i

− x̂−k
)(

χy
k|k−1,i

− ŷ−
k

)T
Step 2.6 If collision occurred swap the entries in the state
covariance matrices P−xk

, Peyey , and Pexey to accommodate
for the swapping of the states.
Step 2.7 Kalman update equations

Kk = PexeyP
−1
eyey

x̂k = x̂−k +Kk

(
yk − y−k

)
Pxk

= P−xk
−KkP

−1
eyeyK

T
k

End for
where {wi} is a set of scalar weights given by:

wm0 =
λ

L+ λ
,wc0 =

λ

L+ λ
+ (1− α2 + β),



wmi = wci =
1

2(L+ λ)
, i = 1, ..., 2L

λ = α2(L+ κ)− L, γ =
√
L+ λ

It was observed that arbitrarily choosing the process and
measurement covariances results in the state covariance matrix
being negative definite due to round-off errors during the
filtering process, in which case the filtering cannot continue.
We provide more weight to the measurements and so, choose
large values for the process covariance.

VII. RESULTS

Fig. 5 shows the filtered pose estimates for the hip angles
obtained using the UKF. As is evident, the higher frequency
noise in the raw pose estimates is filtered and the filtered
estimates are temporally coherent. Table 7 shows the raw
estimates corresponding to right/left leg forward, simulated,
optimized and filtered estimates for the hip angles rendered
on the original video. Fig.s. 7(a) and 7(b) show the raw
estimates corresponding to the frames with missing pose
estimates rendered with reduced color intensity. Please note
that the limb identities are not maintained (left leg becomes
right and vice versa) in these raw estimates. Fig. 7(c) shows
that the hip angles generated using the estimated dynamics
very closely explain the true hip angles, even for the frames
where no raw pose estimates were available. Note that a subset
of pose variables (left/right knee angles, torso location, and
heading estimate) for the frames with missing pose estimates
is obtained via linear interpolation.

Fig. 7(d) shows the optimized pose estimates obtained by
choosing the correct raw pose estimates, where they were
available, and substituting the dynamics based pose estimates,
in case the raw estimates were missing. Fig. 7(e) shows
the pose estimates obtained after filtering the optimized pose
estimates using an UKF with the estimated dynamics model
as the process model. The filtered pose clearly shows that not
only the poor raw pose estimates were replaced by better pose
estimates, the frames for which no pose estimates were present
were filled with very accurate pose estimates.

Table II presents the results obtained after filtering the
optimized pose estimates for a video in the DARPA corpus.
Note that the error metric [23] for filtered pose should ideally
not be compared with that of the raw estimates. This is because
the frames where no pose estimates were available is simply
filled with the dynamics estimates and interpolation i.e. no
evidence from the images is used. Nevertheless, the error
metric considering the total number of frames is better than
the raw estimates. Furthermore, the filtered pose estimates are
now available for 94 frames as opposed to the 52 frames with
noisy raw estimates.

Fig. 6 shows the error distribution across the 13 salient
marker points considered for error metric evaluation for the
same video. There is significant reduction in the error corre-
sponding to the left/right foot markers as there is no swapping
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Fig. 5: Results for the UKF filtered states for a video in the
DARPA corpus. (α =

√
2
L , β = 0, κ = L

2 ) (a) Right hip
angle, and (b) Left hip angle.

Output Average Error Per
Marker Per Frame

Number of Frames
Processed

Raw 18.33 pixels 52
Filtered 16.54 pixels 94

TABLE II: Error metric (L1 norm for 13 salient marker
points in the image frame) for the raw and the filtered pose
estimates for a video in the DARPA corpus. The original frame
resolution is 1280 × 720 and the ground truth was obtained
using manual annotation.

of the limbs in the estimated pose. However, the estimates for
the markers in general are not comparable as the number of
frames considered are different for the two histograms.

VIII. CONCLUSION

In this work, we propose a technique for estimating the
dynamics of a human, solely based on its uncalibrated monoc-
ular video. An UKF is used to filter out the optimized
gap-filled pose estimates using the continuous-discrete state-
space model of the estimated dynamically-equivalent human
dynamics model. Results showed that the framework not only
resulted in more accurate pose estimates, but also provided
physically plausible pose estimates for frames where the
original human pose estimation framework failed to provide
one. In the future, we plan to build multi-model adaptive
Unscented Kalman filter with more complex dynamics model
(also simulating knee flexion, torso lean, and arms) that can
cater multiple human activities.
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